Simulating crop phenology in the Community Land Model and its impact on energy and carbon fluxes
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Abstract A reasonable representation of crop phenology and biophysical processes in land surface models is necessary to accurately simulate energy, water, and carbon budgets at the field, regional, and global scales. However, the evaluation of crop models that can be coupled to Earth system models is relatively rare. Here we evaluated two such models (CLM4-Crop and CLM3.5-CornSoy), both implemented within the Community Land Model (CLM) framework, at two AmeriFlux corn-soybean sites to assess their ability to simulate phenology, energy, and carbon fluxes. Our results indicated that the accuracy of net ecosystem exchange and gross primary production simulations was intimately connected to the phenology simulations. The CLM4-Crop model consistently overestimated early growing season leaf area index, causing an overestimation of gross primary production, to such an extent that the model simulated a carbon sink instead of the measured carbon source for corn. The CLM3.5-CornSoy-simulated leaf area index (LAI), energy, and carbon fluxes showed stronger correlations with observations compared to CLM4-Crop. Net radiation was biased high in both models and was especially pronounced for soybeans. This was primarily caused by the positive LAI bias, which led to a positive net long-wave radiation bias. CLM4-Crop underestimated soil water content during midgrowing season in all soil layers at the two sites, which caused unrealistic water stress, especially for soybean. Future work regarding the mechanisms that drive early growing season phenology and soil water dynamics is needed to better represent crops including their net radiation balance, energy partitioning, and carbon cycle processes.

1. Introduction

The impact of climate change on future crop system production and food security remains an important global issue [Karl et al., 2009; Piao et al., 2010; Lobell et al., 2011; Ma et al., 2012; Rosenzweig et al., 2013; Yin, 2013]. Predicting the impact of future climate change on agricultural systems requires incorporation of mechanistic crop biophysical processes and interactive crop management into climate models, which remains relatively rare [Rosenzweig et al., 2013]. An accurate representation of dynamic crop phenology in land surface models is crucial for predicting the energy, water, and carbon budgets of these managed ecosystems [Betts, 2005; Lokupitiya et al., 2009; Ma et al., 2012]. In regions with large agricultural coverage, a reasonable estimation of crop phenology is especially important in order to simulate the regional thermodynamic properties of the atmospheric boundary layer [Raddatz and Cummine, 2003]. In the United States Corn Belt, soybean and corn are cultivated on approximately 600,000 km² of the land surface—an area greater than the entire state of California [Griffis et al., 2013]. In order to predict future climate change impacts on the energy, water, and carbon budgets of this region, as well as to estimate the climate impact on food production, models that can simulate crop phenology and growth under typical human management are required.

The Community Land Model (CLM) is the land surface scheme of the Community Earth System Model (CESM) and one of the most widely used land surface schemes in regional and global scale simulations [Sacks et al., 2008; Lawrence and Chase, 2009, 2010; Jin and Miller, 2010; Levis, 2010; Li and ZhuGuo, 2010; Gopalakrishnan et al., 2011; Sakaguchi et al., 2011; Lawrence et al., 2011, 2012; Bonan et al., 2012; Levis et al., 2012]. Since CLM is part of the Earth system model framework, it is compatible with other modeling components such as regional or global circulation models (i.e., the Weather Research and Forecasting Model and the Community Atmosphere Model) and provides an excellent platform for simulation of land surface processes of various ecosystems, including cropping systems [Levis et al., 2012; Drewniak et al., 2013]. CLM has been evaluated against observations across the globe over different ecosystems [Kumar and Merwade, 2011; Sakaguchi et al.,...
In simulating phenology, energy, and carbon fluxes. The second model, CLM4-Crop [Asner and Wessman, 1998], was prescribed as grasslands (drought-stressed deciduous and unmanaged) to reduce the constraints from limited crop management data and to facilitate simulation of crops under future climate scenarios. The unmanaged cropland in CLM3.5 was found to underestimate leaf area index (LAI; $m^2$ leaf $m^{-2}$ ground) during the growing season and simulated an unrealistically long growing season into the early winter [Levis et al., 2012]. This biased crop phenology propagated into the simulations of surface albedo, soil moisture, and net ecosystem CO$_2$ exchange (NEE; $\mu$mol m$^{-2}$ s$^{-1}$) [Levis et al., 2012]. With this simplified crop parameterization, CLM3.5 was evaluated against 16 AmeriFlux sites. The simulated sensible heat flux ($H$; W m$^{-2}$) showed good agreement with observations, except at nine crop sites, where CLM3.5 missed the observed two peaks of $H$ during the growing season [Kumar and Menwade, 2011]. In another study [Yuan and Liang, 2011], CLM3.5-simulated daily sensible heat fluxes for two crop sites (AmeriFlux sites ARM and Bo1) were less correlated with the observations (0.50 for ARM and 0.49 for Bo1) compared to the average of 13 nonagricultural sites (0.64) [Yuan and Liang, 2011].

In this study we examined two versions of CLM that have cropping schemes (CLM3.5-CornSoy and CLM4-Crop) and tested them against two crop sites over a period of 4 years to evaluate their ability to simulate crop phenology, energy fluxes, and NEE. The first model, CLM3.5-CornSoy, includes phenological processes and parameters specific to corn and soybean ecosystems and simulates prognostic leaf emergence, grain filling, and harvest dates. The second model, CLM4-Crop [Lawrence et al., 2012; Levis et al., 2012], is able to simulate prognostic corn, soybean, and spring wheat for North America. Both of the crop algorithms were derived from Agro-Integrated Biosphere Simulator (IBIS) [Kucharik, 2003], with some key differences that will be described later. Here we evaluate CLM3.5-CornSoy and CLM4-Crop at two agricultural AmeriFlux sites in order to address the following questions: (1) What are the strengths and weaknesses of each model when simulating crop phenology? (2) To what extent do model errors in phenology influence the simulated energy and carbon fluxes? and (3) What are the key model deficiencies that must be addressed in order to reduce model biases in simulating phenology, energy, and carbon fluxes?

2. Methods

2.1. Two Crop-Enabled Models

CLM is the land surface scheme of CESM [Bonan and Oleson, 2002; Zeng et al., 2002; Dai et al., 2003; Dickinson and Oleson, 2006; Oleson et al., 2008, 2010]. CLM simulates surface albedo; radiation transfer through the canopy; soil, leaf, and canopy air temperature; sensible and latent heat fluxes; and momentum exchange between land and atmosphere in its biogeophysical modules. CLM simulates carbon allocation and transfer between ecosystem carbon pools (plant organs, litter, and soil organic matter) in its biogeochemical modules. In this study, both candidate models were coupled to the CN module [Thornton et al., 2007, 2009], which has demonstrated better performance in simulating photosynthesis [Sakaguchi et al., 2011].

Two versions of CLM (CLM3.5 and CLM4) are compared in this study. CLM3.5 is a transitional model from the earlier version 3.0 with an improved simulation of the hydrological cycle [Oleson et al., 2004a, 2004b, 2007, 2008]. In this study, we added a crop phenology module to CLM3.5-CN. The revised model is called CLM3.5-CornSoy.

CLM4 shares similar biogeophysical and biogeochemical schemes with CLM3.5 but with modifications that have been proved to cause increased soil moisture variability, drier soils, and lower soil temperature in organic-rich soils [Oleson et al., 2008]. The major modifications include a revised numerical solution of the Richards equation [Decker and Zeng, 2009; Zeng and Decker, 2009], a revised ground evaporation scheme [Sakaguchi and Zeng, 2009], and a better representation of the hydraulic and thermal properties of organic soils [Lawrence and Slater, 2007]. Levis et al. [2012] incorporated crop-specific phenology and carbon allocation algorithms into the CLM4.0-CN [Lawrence et al., 2012]. The crop plant functional type (PFT) optical properties have been parameterized according to the values presented in Asner and Wessman [1998]. This version of the crop simulation-enabled model is called CLM4-Crop.
2.1.1. Phenology Schemes

The crop algorithms in CLM3.5-CornSoy are specific to corn and soybean, the dominant crops in the Corn Belt, and were first implemented in Agro-IBIS. Agro-IBIS has been evaluated for North American midlatitude study sites [Kucharik and Twine, 2007; Twine and Kucharik, 2009]. Two phenological phases of crops are simulated in CLM3.5-CornSoy: phase 1 is from leaf emergence to the beginning of grain fill and phase 2 is from the beginning of grain fill until harvest. Before phase 1 is initiated, CLM3.5-CornSoy calculates the growing degree time (GDT) or heat unit and tests if it reaches the leaf emergence threshold (GDTon; Table 1). When GDT exceeds the threshold, leaf emergence occurs, assuming that land managers have already planted their fields. The timing of grain fill is simulated using GDT with a different threshold (GDTgrain; Table 1). When the crops reach the grain filling stage, the LAI stops increasing as crops begin to allocate more carbon into the reproduction pool. In CLM3.5-CornSoy, background litter fall was increased in order to represent the reduction of carbon allocated to leaves. Thus, once the grain filling is initiated, LAI will start to decrease slowly. Harvest time is estimated using day length, similar to the way leaf off is simulated for seasonal deciduous trees.

GDT is a thermal time variable similar to growing degree days (GDDs) but calculated on a half hourly model time step:

\[
GDT = \int (T_{\text{air}} - T_{\text{ref}}) \cdot dt, \text{ when } T_{\text{air}} > T_{\text{ref}}
\]

Here \( T_{\text{air}} \) is the air temperature at 2 m, and the reference temperature \( T_{\text{ref}} \) is 8°C.

Compared to GDD, GDT is more sensitive to temperature variations especially in early growing season. For example, during early growing season, some days have several hours above the base temperature, but the daily averaged temperature is below the base temperature. In this case the temperature will accumulate in GDT but not GDD.

The harvest time is estimated using the daytime length \( \text{Day}_L \) as the threshold (Table 1). The process of harvest is simplified as a rapid “litter fall.” Currently, this model does not simulate the reproductive carbon pool.

The crop algorithm in CLM4-Crop also originated from the Agro-IBIS model [Levis et al., 2012]. The crop types in CLM4-Crop include corn, soybeans, and temperate midlatitude cereals. In this study, only corn and soybean schemes were tested because they represent the dominant cropping system in the Corn Belt. CLM4-Crop simulates one more phenological phase than does CLM3.5-CornSoy. Phase 1 in CLM4-Crop starts at planting and ends with leaf emergence. Phase 2 and phase 3 are the same as CLM3.5-CornSoy’s two phases. In CLM4-Crop, harvest commences automatically when the crops reach physiological maturity, which is defined by a GDD threshold.

Another important difference between the phenology algorithms used in these two models is that CLM4-Crop has a maximum constraint on LAI (5 for corn and 6 for soybean), while CLM3.5-CornSoy does not limit the maximum LAI. The benefit of using a maximum constraint is that the values are guaranteed to fall within a realistic range; however, such approaches are not physically based and can result in a loss of information such as masking of interannual variations in maximum LAI values.

2.1.2. Crop Parameterization in the Two Models

Two other modifications to CLM3.5 were made to better simulate corn and soybean systems. In the original model, there was a nitrogen limitation in place for all plant functional types. Here we assume that nitrogen is limited.
not limiting, since for corn, it is typically applied according to guidelines developed in each state through N rate experiments by Extension Service scientists. “Safety” factors are typically built into these guidelines to virtually ensure that N will not be yield limiting. Soybeans are legumes that derive their N from symbiotic bacteria. Thus, the nitrogen limitation in the original CLM3.5-CN was removed for corn and soybean. The same approach is used in CLM4-Crop, with the nitrogen limitation disabled for corn, soybean, and temperate cereals [Levis et al., 2012]. The second change we made was only for corn. The fraction of leaf nitrogen in Rubisco was modified from 0.1 to 0.05 according to previous studies on C4 plants [Schmitt and Edwards, 1981; Rowan et al., 1987; Makino et al., 2003]. This modification was made to prevent unrealistically high photosynthetic rates.

In CLM4-Crop, the maximal carboxylation rate at 25°C ($V_{\text{cmax25}}$) was set to 101 μmol CO$_2$ m$^{-2}$ s$^{-1}$ for corn, soybean, and temperate cereals according to measured values for C$_3$ crops [Kattge et al., 2009], compared to 50 μmol CO$_2$ m$^{-2}$ s$^{-1}$ in CLM3.5-CornSoy [Wullschleger, 1993; Kucharik et al., 2000; Oleson et al., 2007] (Table 1).

In CLM3.5-CornSoy, the leaf orientation index for corn and soybean is $-0.3$ (Table 1), which was adopted from the Simple Biosphere Model [Dorman and Sellers, 1989]. The leaf orientation index describes the departure of leaf angles from a random distribution and equals $+1$ for horizontal leaves, 0 for random leaves, and $-1$ for vertical leaves. In CLM4-Crop, the leaf orientation index for corn and soybean was set to the more vertical orientation of $-0.5$ according to the Agro-IBIS values [Levis et al., 2012]. A detailed list of CLM4-Crop parameter values can be found in Levis et al. [2012].

### 2.1.3. The Water Stress Factor

Both CLM3.5 and CLM4 use a PFT-dependent water stress factor to describe the soil water constraint on the transpiration or photosynthetic rate. This water stress factor is calculated as

$$f_i = \sum w_i r_i,$$

where $w_i$ is a plant wilting factor for layer $i$ and $r_i$ is the fraction of roots in layer $i$. Currently, both models use a static root distribution function to describe all crop PFTs. The plant wilting factor is then calculated according to the soil water matric potential [Oleson et al., 2004b, 2010]. Here the soil layer needs to be hydrologically active, and in CLM4, this is defined as the upper 10 of the total 15 soil layers.

### 2.2. Model Spin-Up

During spin-up, CLM3.5-CornSoy and CLM4-Crop were run offline and driven by the Princeton meteorological forcing data set [Sheffield et al., 2006]. The data ranged from 1948 to 2008. The spatial and temporal resolution was 1° x 1° and 3 h, respectively. The meteorological fields include solar radiation, air temperature, air humidity, air pressure, wind speed, and precipitation. To ensure that the models reached a steady state (i.e., that the slowest soil storage pools of carbon had reached equilibrium), we recycled the forcing data for 4000 years for CLM3.5-CornSoy and 1000 years for CLM4-Crop [Thornton and Rosenbloom, 2005; Sakaguchi et al., 2011]. After spin-up, the soil organic carbon of the field reached a steady state value of 20.6 and 11.2 kg C m$^{-2}$ in CLM3.5-CornSoy and 21.7 and 10.1 kg C m$^{-2}$ in CLM4-Crop for corn and soybean, respectively. These values are in close agreement with the National Cooperative Soil Survey values (14.2 to 22.7 kg C m$^{-2}$).

### 2.3. Research Sites

The AmeriFlux sites US-Ro1 and US-Ro3 are located approximately 25 km to the south of Minneapolis/St. Paul (44°41′19″N, 93°4′22″W; 259.7 m above sea level). The two sites are about 500 m apart, with US-Ro3 in the north and US-Ro1 in the south. Both sites are rain-fed rotation fields of corn (Zea mays) and soybean (Glycine max). Waukegan silt loam (fine, mixed, and mesic typic hapludoll) is the major soil type in these two fields with a surface layer of high organic carbon content (2.6% average) and variable thickness (0.3–2.0 m) underlain by coarse glacial outwash sand and gravel with little water-holding capacity. The average air temperature from 1980 to 2010 was 7.8°C with a maximum annual mean temperature of 13.0°C. The annual average precipitation for the same period was 814 mm. One major difference between the two sites is that US-Ro1 is under conventional management and US-Ro3 is managed under reduced tillage with winter cover crops [Baker and Griffith, 2005]. These site differences, with near-identical meteorology, provide a good opportunity to evaluate the robustness of the crop scheme implemented in CLM. At site US-Ro1, corn
was grown in 2007 and 2009, and soybean was grown in 2008 and 2010. At site US-Ro3, corn was grown in 2007, 2008, and 2010, and soybean was grown in 2009. These 8 years of site data were used to test the CLM3.5-CornSoy and CLM4-Crop simulations.

### 2.4. Contemporary Meteorological Forcing Data

The meteorological forcing data were averaged over the two sites (approximately 500 m apart from each other) for every hour to get an ensemble forcing data set from 2007 to 2010. Data used to drive the model included solar radiation (Eppley Precision Spectral Pyranometer, The Eppley Laboratory, Newport, RI, USA), air temperature and humidity (HMP 35C, Vaisala Inc., MA, USA), air pressure, wind speed (CSAT3, Campbell Scientific, Inc., UT, USA), and precipitation. Precipitation was measured using two instruments, a tipping bucket rain gauge (6028-B, All Weather Inc., CA, USA) with a precision of 0.25 mm for liquid precipitation and a weighing rain gauge (Geonor T-200B, Campbell Scientific, Inc., UT, USA) for solid precipitation. We did not use the tipping bucket rain gauges in the winter because they are known to systematically underestimate snowfall [Groisman and Legates, 1994; Upton and Rahimi, 2003]. The time attribution of the local measured meteorological data is converted from local time to the Greenwich mean time to be consistent with CESM.

### 2.5. Model Evaluation Data

LAI was measured approximately once a week with an AccuPAR hand-held sensor (AccuPAR, Mode PAR-80, Decagon Devices Inc., Pullman, WA, USA). Eddy covariance (EC) measurements of sensible heat flux (H; W m$^{-2}$), latent heat flux (LE; W m$^{-2}$), and net ecosystem CO$_2$ exchange (NEE; μmol m$^{-2}$ s$^{-1}$) have been ongoing at these two sites since 2004 [Baker and Griffis, 2005]. These fluxes were quality controlled and filtered using a friction velocity ($u^*$)-threshold greater than 0.1 m s$^{-1}$ (a typical value for agricultural land) to eliminate periods of weak turbulence and were gap filled. Systematic errors in EC-measured $H$ and $LE$ due to a lack of energy balance closure were corrected by assuming the available energy (the residual of the net radiation minus the ground heat flux), and the Bowen ratio were measured correctly. $H$ and $LE$ were proportionally increased for each half-hourly period to force energy balance closure [Blanken et al., 1997; Xiao et al., 2010]. Soil heat flux ($G$) at the surface was estimated by correcting the measured heat flux at a soil depth of 10 cm (HFP01SC, HuksefluxUSA, Inc., NY, USA) using the calorimetric method. The required soil temperature measurements were made using thermocouples positioned above (but offset from) the heat flux plates. Other details regarding the EC measurements, data processing, and data quality assessment can be found in previous studies [Baker and Griffis, 2005; Griffis et al., 2005].

The EC-measured NEE was partitioned into gross primary production (GPP) and ecosystem respiration (ER) using the Fluxnet Canada methodology described by Barr et al. [2004]. The grain yield for each site was recorded by the Rosemount Research and Outreach Center at the University of Minnesota. Using the laboratory-measured mean grain carbon content (45% for corn and 54% for soybean), we calculated the carbon lost through harvest each year 

\[
C_{\text{grain}} = \frac{X_{\text{n}}}{C_0} - \frac{X_{\text{o}}}{C_1}
\]

where $C_{\text{grain}}$ is the harvested grain carbon calculated from the yield data at the sites.

### 2.6. Evaluation of Model Performance

In our simulations, only one crop is growing in the entire grid cell. No other PFTs are growing in the grid cell. The footprint of the NEE measurement is also within the field. Thus, we can compare the measured and simulated fluxes.

The metrics used for evaluating model performance were the correlation coefficient and bias. The correlation coefficient ($r$) of a variable $X$ was calculated as

\[
r = \frac{\sum_{i=1}^{n}(X_{mi} - \bar{X}_m)(X_{oi} - \bar{X}_o)}{\sqrt{\sum_{i=1}^{n}(X_{mi} - \bar{X}_m)^2} \sqrt{\sum_{i=1}^{n}(X_{oi} - \bar{X}_o)^2}}
\]

where $X_{mi}$ and $X_{oi}$ are the modeled and observed values, respectively, and the overbars represent the means.
Model bias was calculated as the mean of the model observation residuals [Schaefer et al., 2012]:

$$b = \bar{(X_{\text{obs}} - X_{\text{mod}})} \tag{5}$$

A positive bias indicates that the model overestimated the observations.

The ideal model will have $r = 1$ and $b = 0$. If the modeled values yield a correlation coefficient close to 1, but a large bias, we can conclude that the model has captured the dynamics of the processes but that relevant parameter values need further optimization. If the modeled values yield a bias close to 0, but a low correlation coefficient with the observations, we can conclude that the model does not adequately capture the dynamics of the processes. In this situation, a more realistic mechanism needs to be developed to improve the simulation.

3. Results and Discussion

3.1. Phenology

The seasonal patterns of LAI are provided in Figure 1. The correlation coefficient between simulated and observed corn LAIs for CLM3.5-CornSoy was 0.71 ($b = 1.60$) and 0.81 ($b = 2.54$) for soybean. CLM4-Crop simulations yielded LAI correlation coefficients of 0.35 ($b = 1.39$) for corn and 0.22 ($b = 2.71$) for soybean. Overall, both models overestimated LAI during the growing season. The CLM4-Crop-simulated LAI was less correlated with the observations because of unrealistically high LAI values during the early growing season in all modeled years. This overestimated LAI in the early growing season in CLM4-Crop was also observed in previous studies [Levis et al., 2012; Drewniak et al., 2013], where they suggested that the planting date was biased earlier.

In this study, CLM4-Crop-predicted planting dates were within 10 days of the actual planting dates. Thus, the timing of leaf emergence seems to be predicted early after planting in CLM4-Crop. Further, it is likely that using the observed crop $V_{\text{max25}}$ value of 101 μmol CO$_2$ m$^{-2}$ s$^{-1}$ in the present canopy radiative transfer scheme also contributed to the amplified growth rate. Bonan et al. [2012] found that the use of leaf level-measured values of $V_{\text{max25}}$ within the sunlit-shaded big-leaf framework of CLM resulted in higher photosynthetic rates when nitrogen was nonlimiting (i.e., for cropping systems). Although currently CLM4-Crop uses the maximum LAI constraint to limit corn and soybean LAI under 5 and 6, respectively, this early growing season offset...
Table 2. Growing Season (May to September) Correlation Coefficients and Bias (W m⁻², in Parentheses) of the Two Model-Simulated Hourly Net Radiation (Rn), Sensible Heat Flux (H), Latent Heat Flux (LE), Ground Heat Flux (G), and Leaf Temperature (Tv) a

<table>
<thead>
<tr>
<th>Year</th>
<th>Crop</th>
<th>CLM3.5-CornSoy</th>
<th>CLM4-Crop</th>
<th>CLM3.5-CornSoy</th>
<th>CLM4-Crop</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rn</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2007</td>
<td>corn</td>
<td>0.99(12.7)</td>
<td>0.98(12.3)</td>
<td>CLM3.5-CornSoy</td>
<td>CLM4-Crop</td>
</tr>
<tr>
<td></td>
<td>soybean</td>
<td>0.98(21.5)</td>
<td>0.98(12.8)</td>
<td>0.98(26.2)</td>
<td>0.98(31.0)</td>
</tr>
<tr>
<td>2008</td>
<td>corn</td>
<td>0.98(12.8)</td>
<td>0.98(26.2)</td>
<td>CLM3.5-CornSoy</td>
<td>CLM4-Crop</td>
</tr>
<tr>
<td></td>
<td>soybean</td>
<td>0.98(26.2)</td>
<td>0.98(31.0)</td>
<td>0.98(26.2)</td>
<td>0.98(31.0)</td>
</tr>
<tr>
<td>2009</td>
<td>corn</td>
<td>0.98(21.5)</td>
<td>0.98(12.8)</td>
<td>0.98(26.2)</td>
<td>0.98(31.0)</td>
</tr>
<tr>
<td></td>
<td>soybean</td>
<td>0.98(26.2)</td>
<td>0.98(31.0)</td>
<td>0.98(26.2)</td>
<td>0.98(31.0)</td>
</tr>
<tr>
<td>2010</td>
<td>corn</td>
<td>0.98(12.8)</td>
<td>0.98(26.2)</td>
<td>CLM3.5-CornSoy</td>
<td>CLM4-Crop</td>
</tr>
<tr>
<td></td>
<td>soybean</td>
<td>0.98(26.2)</td>
<td>0.98(31.0)</td>
<td>0.98(26.2)</td>
<td>0.98(31.0)</td>
</tr>
<tr>
<td>2007</td>
<td>corn</td>
<td>0.99(12.7)</td>
<td>0.98(12.3)</td>
<td>0.99(12.7)</td>
<td>0.98(12.3)</td>
</tr>
<tr>
<td></td>
<td>soybean</td>
<td>0.98(21.5)</td>
<td>0.98(12.8)</td>
<td>0.98(26.2)</td>
<td>0.98(31.0)</td>
</tr>
<tr>
<td>2008</td>
<td>corn</td>
<td>0.98(12.8)</td>
<td>0.98(26.2)</td>
<td>CLM3.5-CornSoy</td>
<td>CLM4-Crop</td>
</tr>
<tr>
<td></td>
<td>soybean</td>
<td>0.98(26.2)</td>
<td>0.98(31.0)</td>
<td>0.98(26.2)</td>
<td>0.98(31.0)</td>
</tr>
<tr>
<td>2009</td>
<td>corn</td>
<td>0.98(12.8)</td>
<td>0.98(26.2)</td>
<td>CLM3.5-CornSoy</td>
<td>CLM4-Crop</td>
</tr>
<tr>
<td></td>
<td>soybean</td>
<td>0.98(26.2)</td>
<td>0.98(31.0)</td>
<td>0.98(26.2)</td>
<td>0.98(31.0)</td>
</tr>
<tr>
<td>2010</td>
<td>corn</td>
<td>0.98(12.8)</td>
<td>0.98(26.2)</td>
<td>CLM3.5-CornSoy</td>
<td>CLM4-Crop</td>
</tr>
<tr>
<td></td>
<td>soybean</td>
<td>0.98(26.2)</td>
<td>0.98(31.0)</td>
<td>0.98(26.2)</td>
<td>0.98(31.0)</td>
</tr>
<tr>
<td>Average</td>
<td>corn</td>
<td>0.99(12.7)</td>
<td>0.98(12.3)</td>
<td>0.99(12.7)</td>
<td>0.98(12.3)</td>
</tr>
<tr>
<td></td>
<td>soybean</td>
<td>0.98(21.5)</td>
<td>0.98(12.8)</td>
<td>0.98(26.2)</td>
<td>0.98(31.0)</td>
</tr>
</tbody>
</table>

All p values are < 0.01.

represents an important model bias that propagates into energy and carbon flux simulations that needs to be corrected.

Compared to CLM4-Crop, CLM3.5-CornSoy displayed more year-to-year LAI variability. For example, in 2007, the U.S. Drought Monitor classified the study region in the moderate drought category due to below normal rainfall in June and July. This caused a significant depletion of soil water content. This phenomenon was captured by CLM3.5-CornSoy as a lower maximum LAI for 2007 than other years for both corn and soybean (maximum LAI of corn for 2007 was about 5, while in other corn years, it reached 7 to 8). CLM4-Crop did not capture this interannual variability because the simulated LAI reached the model’s maximum LAI limit every year (Figure 1). On the other hand, CLM3.5-CornSoy overestimated corn maximum LAI in 2008 and 2010 by 2. These uncertainties are diagnosed further in section 3.3.

Both models predicted the timing of grain filling (peak LAI) very well for all years. The harvest dates were simulated earlier than the real harvest dates in both models. This is because in the model, harvest happens when the crops reached physiological maturity, and in practice, farmers often delay harvest to allow the grain to dry in the field (e.g., moisture content lower than 20%) to minimize or eliminate fossil fuel-based drying prior to storage or shipping. The simulated harvest date was usually in September, while the actual corn and soybean harvest in the Upper Midwest typically occurs from late October to mid-November.

The overall need to improve the understanding of environmental controls on vegetation phenology was highlighted by Richardson et al. [2012]. They examined the simulation of phenology in 14 land surface schemes at 10 forested sites. Their results indicate that it is a major challenge for state-of-the-art models to predict how phenology responds to future climate change. For example, simulations of deciduous forest phenology misrepresent the critical transition periods in nearly all cases. They found that the simulations were biased with longer growing seasons and overestimation of gross ecosystem photosynthesis by +160 ± 145 g C m⁻² yr⁻¹ in spring and +75 ± 130 g C m⁻² yr⁻¹ in fall. In the next sections, we examine the extent to which bias in crop phenological simulation impacts the energy and carbon flux simulations.
3.2. Energy Fluxes

The two models share identical schemes for simulating the energy balance. All of the energy flux-related differences we report in this section can be attributed to the differences in phenological and hydrological schemes, as well as the different parameterizations in crop optical properties.

The modeled hourly net radiation ($R_n$) was highly correlated with the observations ($r > 0.92$) but was slightly overestimated by both models (Table 2). The averaged CLM3.5-CornSoy $R_n$ bias was 6.7 W m$^{-2}$ for corn and 17.6 W m$^{-2}$ for soybean. The averaged CLM4-Crop $R_n$ bias was 9.1 W m$^{-2}$ for corn and 18.9 W m$^{-2}$ for soybean. Further, the simulated $R_n$ was consistently biased higher for the soybean canopy than for the corn canopy in both models. There are two major differences in the parameterization of crop leaf optical properties in the two models. First, CLM4-Crop defines a more vertically oriented leaf distribution adopted from Agro-IBIS than CLM3.5-CornSoy (see section 2.1.2). Leaf orientation depends on species and can vary as a function of season (phenology) [Ross, 1975]. Ross and Ross [1969] provided leaf angle distribution formulae and summarized data for the leaf angle distribution factor for different crops. The value for corn ranged from $-0.13$ to $0.46$. The authors did not report parameter values for soybean. Instead, they provided estimates for another bean crop (Vicia faba) that ranged from 0.30 to 0.39 [Ross and Ross, 1969; Ross, 1975]. The CLM3.5-CornSoy leaf angle distribution factor of $-0.3$ and the CLM4-Crop leaf angle distribution factor of $-0.5$ for crops are too vertical compared to these observations. Our field data and analyses [Baker and Griffis, 2008, 2012] show that both corn and soybean leaves have a close to spherical distribution but more horizontal than vertical (see Figures S1 and S2 in the supporting information). The typical leaf angle distribution factors at our sites from leaf emergence to grain fill (maximum LAI) and from grain fill to harvest are 0.17 and 0.12 for corn and 0.17 and 0.18 for soybean. Our sensitivity tests indicate that the more horizontal distribution will amplify the net radiation bias. The parameterization schemes for the optical properties of crops are different in the two models. CLM3.5-CornSoy adopted parameters of crop leaf and stem reflectance, transmittance from Dorman and Sellers [1989]. CLM4-Crop uses parameters from Asner and Wessman [1998], which have a significantly lower reflectance and higher transmittance for crops. That partly explains why CLM4-Crop has higher net radiation simulated for both crops. However, the parameters used in CLM4-Crop are closer to the documented values in previous studies [Walter-Shea et al., 1989; Walter-Shea and Norman, 1991; Schepers et al., 1996]. Thus, we examined the monthly bias of $R_n$ and LAI. The linear regression showed positive correlations between monthly LAI bias and monthly net daytime and nighttime long-wave radiation biases ($r^2 = 0.20$ and 0.36, respectively; both $p$ values are less than 0.01, see Figures S3 and S4 in the supporting information). These analyses indicate that high LAI is associated with a lower canopy temperature and therefore less outgoing long-wave radiation, both during daytime and nighttime. These results highlight that in order to improve the $R_n$ bias, a better crop phenology (LAI) simulation is needed. This is a challenging task because of the feedback among LAI, radiation balance, photosynthesis, and leaf growth.

Although the total energy received by the canopy only had a bias within 20 W m$^{-2}$, there were important deficiencies when partitioning the total energy into $H$, $LE$, and $G$.

CLM4-Crop exhibited less bias in simulated $H$ than CLM3.5-CornSoy. The correlation coefficient for $H$ between CLM4-Crop simulation and observation was 0.64 ($b = 6.8$ W m$^{-2}$) for corn and 0.52 ($b = 8.1$ W m$^{-2}$) for soybean. For CLM3.5-CornSoy, the correlation coefficient for $H$ was 0.70 ($b = -31.4$ W m$^{-2}$) for corn and 0.70 ($b = -9.9$ W m$^{-2}$) for soybean. The monthly averaged biases of $H$ simulations for corn and soybean are shown in Figure 2. Both models underestimated $H$ ($-40$ to $-60$ W m$^{-2}$) in May. During the midgrowing season (July and August), $H$ was generally overestimated by both models (Figures 2b–2d), except for corn in CLM3.5-CornSoy (Figure 2a). CLM4-Crop showed more pronounced high bias of $H$ during midgrowing season for both crops. This indicates that CLM4-Crop likely overestimated leaf temperature during the midgrowing season. The leaf temperature data in Table 2 show that this was the case. This bias is examined further below by considering the model LE simulations.

CLM3.5-CornSoy performed slightly better in simulating $LE$. The correlation coefficient between simulated and observed corn $LE$ was 0.89 ($b = 8.1$ W m$^{-2}$) for CLM3.5-CornSoy and 0.83 ($b = 9.6$ W m$^{-2}$) for soybean. CLM4-Crop simulations gave an $LE$ correlation coefficient of 0.79 ($b = -27.3$ W m$^{-2}$) for corn and 0.68 ($b = -15.2$ W m$^{-2}$) for soybean. These results indicated that $LE$ was overall underestimated for both corn and
soybean by CLM4-Crop. This LE deficiency is pronounced during middle and late growing season (July to September) when transpiration becomes a major fraction of evapotranspiration (Figure 2).

To determine what caused the underestimation of LE and the overestimation of H from July to September in CLM4-Crop, we examined the soil water content (SWC) along with the root distribution for crops (Figure 3). The trends are the same in all years. As an example, Figure 3 shows the evaluation of SWC in 2008 at site US-Ro1. CLM3.5-CornSoy and CLM4-Crop performed similarly when simulating SWC in layers above −5 cm and −15 cm. The amplitude of interannual SWC variation was captured well to the depth of −15 cm; however, both models have a slightly earlier (about 7 days) onset of SWC increase caused by earlier snowmelt. CLM4-Crop overestimated SWC at depth of 5 cm from mid-April to late June by about 10%. From July to September, CLM4-Crop underestimated SWC in all layers. The most pronounced underestimation (around 20%) is from −15 cm to −50 cm, where most of the crop roots are located. CLM3.5-CornSoy also underestimated SWC from −5 cm to −50 cm during this period, with the amplitude less than CLM4-Crop (around 10%). At the depth of −100 cm, CLM3.5-CornSoy simulated a wetter soil than observed. In contrast, CLM4-Crop simulated a much drier soil than observed (SWC close to 0). The simulated drier soil in CLM4-Crop led to a higher than normal water stress, which was calculated in the model as a smaller \( \beta_t \) (see section 2.1.3). This biased water stress factor further constrains transpiration and caused the underestimation of LE in CLM4-Crop. Overall, both models significantly underestimated SWC (around 20%) during midgrowing season at soil layers above −50 cm, and CLM4-Crop underestimated SWC to the depth of 100 cm. Therefore, additional work is needed to improve soil water dynamics especially at deeper soil layers. Further, when calculating water stress for crops, a reasonable root distribution is very important. Currently in both models, the root distribution for all crop PFTs is a static equation, and the roots in CLM4-Crop are distributed toward shallower soil than CLM3.5-CornSoy. Root distribution can vary substantially depending on soil type, soil water availability, crop type, and other management factors like tillage and fertilization. Maximum rooting depths, reported in previous studies ranged from 90 to 240 cm and 70 to 180 cm for corn and soybean, respectively [Allmaras et al., 1973; Dwyer et al., 1988; Keller and Biesner, 1990; Laboski et al., 1998; Drewniak et al. [2013] incorporated a dynamic rooting scheme into CLM4-Crop to estimate plant root growth and response to environmental conditions. A similar approach could improve the SWC simulation and biases associated with crop water stress.

Figure 2. (a–d) The 2007–2010 monthly average bias (model-observation) of the two model-simulated H and LE. For corn, it is averaged over five model years. For soybean, it is averaged over three model years. The shaded regions represent the standard errors of the monthly biases.
The simulated $G$ had the lowest correlation with observations (0.30–0.64) of all energy fluxes. Since $G$ is calculated as the residual of the surface energy balance in both models, errors in $H$ and $LE$ propagate into $G$. $G$ was biased high in almost all years for both models (Figure 4 as an example), indicating that the simulated sums of $H$ and $LE$ were biased low. In a number of previous studies, eddy covariance measurements of $H$ and $LE$ were directly used in model parameterization and evaluations [Stöckli et al., 2008] before energy balance closure corrections were applied. Eddy covariance-measured $H$ and $LE$ typically represent about 80% of the available energy ($R_n - G$) [Wilson et al., 2002], so parameterizing the model in this way might result in systematically underestimated sum of $H$ and $LE$. This may be one reason contributing to the large bias in $G$. Other energy storage terms (i.e., canopy storage and photosynthesis) that have not been explicitly calculated for this comparison may also contribute to the bias, but these terms are expected to be relatively small for corn and soybean.

### 3.3. Carbon Fluxes

Overall, both models simulated the amplitude of seasonal NEE reasonably well (Table 3). The average correlation coefficients were 0.87, 0.88, and 0.59 for NEE, GPP, and ER for CLM3.5-CornSoy and 0.55, 0.68, and 0.29 for CLM4-Crop. The lower correlation coefficients for CLM4-Crop were due to three reasons:

First, the accuracy of the NEE and GPP simulations is intimately connected to the phenology simulations. The overestimated LAI during the early growing season in CLM4-Crop led to positive NEE and GPP biases during this period. From May to June, CLM3.5-CornSoy performed better at simulating GPP ($r = 0.93$, $b = 3.73 \mu mol m^{-2} s^{-1}$) and NEE ($r = 0.83$, $b = -1.18 \mu mol m^{-2} s^{-1}$), CLM4-Crop always
Table 3. Correlation Coefficients and Bias (μmol m\(^{-2}\) s\(^{-1}\), in Parenthesis) of the Two Model-Simulated Hourly Net Ecosystem Exchange (NEE), Gross Primary Production (GPP), and Ecosystem Respiration (ER)\(^a\)

<table>
<thead>
<tr>
<th>Year</th>
<th>Crop</th>
<th>NEE</th>
<th>GPP</th>
<th>ER</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>CLM3.5-CornSoy</td>
<td>CLM4-Crop</td>
<td>CLM3.5-CornSoy</td>
</tr>
<tr>
<td>US-Ro1</td>
<td>Corn</td>
<td>0.89 (−2.8)</td>
<td>0.59 (−0.5)</td>
<td>0.91 (6.0)</td>
</tr>
<tr>
<td></td>
<td>Soybean</td>
<td>0.92 (−3.0)</td>
<td>0.70 (−1.4)</td>
<td>0.92 (6.2)</td>
</tr>
<tr>
<td></td>
<td>Corn</td>
<td>0.85 (−2.5)</td>
<td>0.48 (−2.0)</td>
<td>0.85 (3.2)</td>
</tr>
<tr>
<td></td>
<td>Soybean</td>
<td>0.89 (−0.9)</td>
<td>0.66 (1.6)</td>
<td>0.91 (8.0)</td>
</tr>
<tr>
<td>US_Ro3</td>
<td>Corn</td>
<td>0.89 (−3.0)</td>
<td>0.66 (−0.7)</td>
<td>0.92 (5.5)</td>
</tr>
<tr>
<td></td>
<td>Soybean</td>
<td>0.82 (−2.0)</td>
<td>0.35 (−0.8)</td>
<td>0.83 (2.8)</td>
</tr>
<tr>
<td></td>
<td>Corn</td>
<td>0.90 (−1.1)</td>
<td>0.73 (−0.8)</td>
<td>0.90 (5.8)</td>
</tr>
<tr>
<td></td>
<td>Soybean</td>
<td>0.77 (−1.8)</td>
<td>0.27 (−3.1)</td>
<td>0.79 (3.0)</td>
</tr>
<tr>
<td>Average</td>
<td>Corn</td>
<td>0.84 (−2.4)</td>
<td>0.47 (−1.4)</td>
<td>0.86 (4.1)</td>
</tr>
<tr>
<td></td>
<td>Soybean</td>
<td>0.90 (−1.7)</td>
<td>0.69 (−0.2)</td>
<td>0.91 (6.7)</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>0.87 (−2.2)</td>
<td>0.55 (−1.0)</td>
<td>0.88 (5.1)</td>
</tr>
</tbody>
</table>

\(^a\)All p values are ≤0.01.

overestimated GPP \(r = 0.77, b = 8.25 \mu mol m^{-2} s^{-1}\) and underestimated NEE \(r = 0.66, b = −6.44 \mu mol m^{-2} s^{-1}\) for all modeled early growing seasons due to its overestimated early growing season LAI.

Second, the approach adopted by CLM4-Crop to account for the carbon flux (loss) associated with harvested grain is to “dump” the harvested biomass into the litter pool within a single time step. This obviously results in an unrealistic CO\(_2\) emission when compared to the observations and thus lower correlations between the EC measured and modeled NEE and ER. However, for a global simulation, using this approach over the long term is a valid assumption and closes the carbon budget. For CLM3.5-CornSoy, this simplified model only considers crop phenology, and there is no reproductive carbon pool currently. Thus, CLM3.5-CornSoy does not simulate the decomposition of the harvested grain carbon; it only simulates the decomposition of the aboveground biomass as litter fall, and the result agrees well with the EC measurement.

Third, unrealistic water stress in CLM4-Crop caused biased GPP for soybean. CLM4-Crop captured some of the water stress events for corn, when the GPP of corn was reduced due to limited soil water (Figure 5b). However, for soybean, the CLM4-Crop simulations were too sensitive to soil moisture. GPP was overestimated when there was sufficient SWC and underestimated when there was a deficiency in SWC. This simulation problem arises from the bias in soil water content (i.e., too dry for all of the soil layers during midgrowing and late growing season) simulated in CLM4-Crop that led to an overestimation of water stress in July, August, and September. CLM3.5-CornSoy performed better at simulating both GPP and ER for soybean.

CLM4-Crop did a better job of simulating the amplitude of GPP for the corn years largely due to its restriction of maximum LAI. Although CLM3.5-CornSoy performed well in simulating the seasonal pattern of GPP, the maximum values of GPP for corn were significantly overestimated (Figure 5b) due to high bias in LAI during late growing season (Figure 1). Currently, the assumption of no nitrogen limitation all year round for crops might need further investigation. Since growth respiration was calculated in CLM as a fraction of GPP, ER was also overestimated in CLM3.5-CornSoy for corn, which offsets GPP in simulating a reasonable corn NEE in CLM3.5-CornSoy. For soybean, CLM3.5-CornSoy captured the timing of leaf emergence and grain filling very well. The peak GPP was also captured by the model, but GPP during early and late growing season was overestimated. This indicated that the model had a good estimation of the photosynthesis rate during peak season, but one single value of \(V_{cmax25}\) is not suitable for early and late growing season. In the newly released CLM version 4.5, a day length-dependent \(V_{max25}\) was introduced to include the seasonal variation of \(V_{cmax25}\) [Bonan et al., 2012; Oleson et al., 2013]. The upscaling of photosynthesis from leaf level to canopy level was also improved by considering the change of \(V_{max25}\) with depth in the canopy. This change has the potential to improve the early growing season bias of GPP simulated by CLM4-Crop.
Figure 5. (a) Weekly averaged NEE at the two sites from 2007 to 2010. The white backgrounds represent corn years, and the shaded background represents soybean years. The red dashed lines represent CLM3.5-CornSoy, the blue solid lines represent CLM4-Crop, and the black dots represent observations. (b) Weekly averaged GPP at the two sites from 2007 to 2010. The white backgrounds represent corn years, and the shaded background represents soybean years. The red dashed lines represent CLM3.5-CornSoy, the blue solid lines represent CLM4-Crop, and the black dots represent observations. (c) Weekly averaged ER at the two sites from 2007 to 2010. The white backgrounds represent corn years, and the shaded background represents soybean years. The red dashed lines represent CLM3.5-CornSoy, the blue solid lines represent CLM4-Crop, and the black dots represent observations.
Figure 6. Evaluation of the simulated annual NBP budgets for corn and soybean. The error bars represent the standard errors of the annual NBP. The NBP of CLM3.5-CornSoy is estimated using the NEE of CLM3.5-CornSoy plus the harvested carbon calculated from yield data at the sites.

Based on our NEE EC measurements, the corn field was a carbon sink ($-0.49 \pm 0.12 \text{ kg C m}^{-2} \text{ yr}^{-1}$). The uncertainty presented here was calculated as the standard error of the annual NEE.

After adding the harvested grain carbon of $0.60 \pm 0.09 \text{ kg C m}^{-2} \text{ yr}^{-1}$ to the annual NEE, the corn fields became a small carbon source, releasing approximately $0.07 \pm 0.10 \text{ kg C m}^{-2} \text{ yr}^{-1}$ into the atmosphere (Figure 6). The CLM4-Crop-estimated annual NBP was $-0.39 \pm 0.05 \text{ kg C m}^{-2} \text{ yr}^{-1}$, representing a carbon sink, mainly caused by the high bias in GPP during the early growing season. CLM3.5-CornSoy currently does not simulate the reproductive pool. The NEE in CLM3.5-CornSoy of $-0.57 \pm 0.05 \text{ kg C m}^{-2} \text{ yr}^{-1}$ was in close agreement with NEE measured by eddy covariance. When we added the measured yield carbon to CLM3.5-CornSoy results, the estimated NBP was $0.04 \pm 0.11 \text{ kg C m}^{-2} \text{ yr}^{-1}$ and in excellent agreement with the observed values.

Soybean was almost carbon neutral with an averaged NEE of $0.02 \pm 0.02 \text{ kg C m}^{-2} \text{ yr}^{-1}$ carbon released into the atmosphere based on the EC measurement. After we added the harvested carbon of $0.21 \pm 0.02 \text{ kg C m}^{-2} \text{ yr}^{-1}$ into the annual carbon budget, the soybean fields became a carbon source of $0.22 \pm 0.04 \text{ kg C m}^{-2} \text{ yr}^{-1}$ (Figure 6). CLM4-Crop-estimated annual soybean NBP was $0.10 \pm 0.07 \text{ kg C m}^{-2} \text{ yr}^{-1}$. However, based on the previous analyses, we know that photosynthesis was biased high in the model, but the unrealistic water stress offsets this bias. CLM3.5-CornSoy, without considering harvested carbon, gave a more negative NEE of $-0.31 \pm 0.04 \text{ kg C m}^{-2} \text{ yr}^{-1}$. After we added the observed harvested carbon to the CLM3.5-CornSoy budget, it brings the annual NBP to $-0.10 \pm 0.06 \text{ kg C m}^{-2} \text{ yr}^{-1}$. This value is more negative than the observed value, due to the overestimated GPP during early and late growing season (Figure 5b).

If we assume that corn and soybean are equally distributed (each take up 50% of the total $6 \times 10^7 \text{ ha}$ cultivated area) in the Corn Belt, then the total annual NEE in the Corn Belt area would be $-141 \pm 99 \text{ Tg C yr}^{-1}$, without considering carbon removed through harvest. In an atmospheric inversion study using eight tall towers ($100 \text{ m CO}_2$ measurement level) over the Corn Belt region ($1 \times 10^8 \text{ ha}$), the NEE was derived to be $-178 \pm 35 \text{ Tg C yr}^{-1}$ from June to December 2007 [Lauvaux et al., 2011]. These studies took a flux measurement point of view and did not consider the decomposition of the harvested grain (CO$_2$ leakage) outside of the flux tower footprint. If we add the harvested carbon and calculate the annual NBP, the Corn Belt becomes a carbon source of $89 \pm 41 \text{ Tg C yr}^{-1}$. The CLM4-Crop-estimated value was $-87 \pm 36 \text{ Tg C yr}^{-1}$. This negative offset is largely due to the bias of early growing season phenology simulated in CLM4-Crop. CLM3.5-CornSoy also estimated a carbon sink with an annual NBP of $-18 \pm 94 \text{ Tg C yr}^{-1}$, presumably because of the overestimation of soybean GPP during the early and late growing season.

4. Conclusion

This study evaluated two models: CLM3.5-CornSoy and CLM4-Crop at two different corn-soybean AmeriFlux sites from 2007 to 2010. Our analyses indicate that

1. The two models with their prognostic crop phenology captured the seasonal pattern of LAI reasonably well. CLM4-Crop overestimated LAI during the early growing season, due to earlier estimation of leaf emergence, and a $V_{\text{cmax25}}$ value that does not have seasonal variation. Both models showed positive LAI bias for both corn and soybeans for all of the growing seasons. The LAI bias of CLM3.5-CornSoy was 1.6 for corn and 2.5 for soybean. CLM4-Crop gave an LAI bias of 1.4 for corn and 2.7 for soybean. These LAI biases propagated into the energy and carbon flux simulations. Future work is needed to improve the crop phenology simulation, especially during the early growing season. For example, a $V_{\text{cmax25}}$ with seasonal...
variation should help to reduce the early growing season growth rate and thus assimilate less carbon during this period. Future studies should focus on the driving mechanisms of seasonal variations of crop photosynthesis and carbon allocation associated with leaf growth and should work to eliminate the need for setting a maximum LAI constraint.

2. Net radiation was biased high in both models and was especially pronounced for soybeans. This bias was partially compensated by using a leaf angle distribution value that was too vertical compared to field observations. The bias is likely to be more pronounced if the leaf angle distribution parameter is modified toward a more realistic value (0.17–0.12 and 0.17–0.18) as observed for corn and soybean, respectively. Here we propose that the bias in LAI (phenology) is the main cause of the net radiation bias, because higher LAI leads to a lower surface temperature and thus a positive net long-wave radiation bias. This bias has important implications for radiation balance, energy partitioning, and carbon cycling.

3. CLM4-Crop showed higher $H$ and lower $LE$ than observations from July to September, which we attribute to the underestimated SWC of all soil layers during this period. CLM3-Crop performed similar to CLM4-Crop to the depth of $-50$ cm but predicted a much wetter soil at a depth of $-100$ cm. This overestimated soil SWC in CLM3.5-CornSoy partly offset the dry bias in the upper soil layers. Future work should focus on the mechanism of soil water dynamics especially for the deeper soil layers (lower than $-15$ cm).

4. Field observations indicated that both corn and soybean systems were carbon sources. However, both models underestimated the carbon emissions. Corn in CLM4-Crop and soybean in CLM3.5-CornSoy are even predicted as carbon sinks. These biases emphasize the need to improve the crop phenology simulation in Earth system models.
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